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ABSTRACT

The effects of Knudsen numbers (Kn), particle sizes, their relative velocities, and particle and gas properties on the drag force acting on
micro- and nano-particles, moving in a gas, are investigated using the molecular dynamics approach. The slip correction factor C and the slip
parameter A are shown to depend not only on Kn, as commonly assumed, but also on the physical properties of the gases and particles.
Quantitative analysis of the ratio between local (near the particle surface) and ambient gas number densities showed that increased gas–parti-
cle interactions at micro- and nano-scales lead to an increase in the local gas number density, which leads to an increase in the drag force. A
comprehensive potential depth parameter eggp is introduced to take into account both gas–particle and gas–gas interactions. This parameter
allowed us to provide a unified framework for interpreting slip correction factor behavior for different particle–gas combinations. A universal
predictive approximation of the slip parameter is suggested as a function of eggp and Kn. The prediction of this approximation is shown to be
in good agreement with experimental data referring to the drag forces experienced by polystyrene latex particles in nitrogen at Kn > 10.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0309021

I. INTRODUCTION

The drag force experienced by fine particles moving in a gas is a
critical factor that determines their motion characteristics, sedimenta-
tion behavior, and transport processes. It is of significant importance
in numerous fields such as microfluidic technology, atmospheric sci-
ence, and nano-particle synthesis.1–3 Currently, classical hydrody-
namic drag models are widely used to describe particle motion in
fluids. Under conditions with low Reynolds numbers (Re< 5), the
aerodynamic drag force Fd can typically be calculated using the classi-
cal Stokes law

Fd ¼ 6plRU ; (1)

where l is the gas dynamic viscosity (Pa s), R is the radius of the parti-
cle (m), and U is the relative velocity between the particle and the gas
(m/s). This model is based on the continuum assumption and is suit-
able for estimating the drag force experienced by relatively large par-
ticles moving in dense gas environments. Significant deviations arise
between the predictions of Expression (1) and the actual drag force act-
ing on the particle when the particle radius (R) is comparable to or less

than the mean free path (k) of gas molecules (the Knudsen number,
Kn¼ k/R, is of the order of or greater than 1). With increasing gas rar-
efaction, especially in the slip flow and free-molecular flow regimes,
the drag model described by Expression (1) must be corrected to fully
account for the effects of non-continuum phenomena.

Correction for the drag force acting on these particles was intro-
duced by Cunningham4 in the form of a slip correction factor C. This
correction factor considered the slip effect of gas molecules at the parti-
cle surface, and led to the following generalization of Expression (1):

Fd ¼ 6plRU
C

: (2)

Cunningham4 proposed a linear relationship between C and Kn:
C(Kn)¼ 1þA�Kn, where A is the slip parameter, initially treated as a
constant. However, this model is only applicable to the slip regime
where Kn< 1. To extend its applicability across a wider range of Kn,
particularly in the transition and free-molecular flow regimes, the
dependence of A on Kn was taken into account. Using experimental
data, a unified drag correction expression, valid for the entire Kn range,
was suggested as follows:5,6
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Fd ¼ 6plRU

1þ Kn aþ beð�
c
KnÞ

� � ; (3)

where the coefficients a, b, and c are determined by fitting the experi-
mental data. Formula (3) implies that

A ¼ aþ be � c
Knð Þ: (4)

Formula (3) has been validated by data inferred from numerous
experimental studies.7–11A is commonly known as the slip parameter.5

Although the fitted values of a and b varied between different
experiments, a þ b fell mostly within the range 1.30–1.65. Some stud-
ies reported values of this sum as low as 1.03 and as high as 1.88.
However, all studies consistently indicated that the overall trend of
how the parameter A changes with Kn remains the same.

Note that these findings have sparked some controversy within
the academic community, particularly regarding the conclusion that
a þ b remains largely independent of gas composition and particle
surface properties. The experimental results of Hutchins et al.9

revealed a discrepancy of up to 8% between solid particles and oil
droplets when 0.09� Kn � 18. Experiments by Jung et al.12 demon-
strated that gas molecular slip is strongly influenced by the properties
of the particle material, with the proportion of diffusive reflection of
gas molecules on the surfaces of polystyrene latex particles being 12%
lower than that on the surfaces of gold. In the limit Kn � 1, Formula
(3) is consistent with the result derived by Epstein13 based on gas
kinetic theory, i.e., a þ b � 2.25/d (see Refs. 7 and 12), where d is the
reflection coefficient, which depends on the type of collision between
the surface and the gas molecules, and its value is typically taken as 1.4.
Expression (3), often referred to as Millikan’s fall law, is still commonly
used for the quantitative estimation and prediction of particle drag, with
the parameters a, b, and c adjusted empirically based on observations.

However, recent research on aerodynamic drag correction for
micro- and nano-particles has revealed significant discrepancies
between the predictions of Millikan’s fall law and experimental data
for Kn< 10 (see Ref. 14). Millikan’s law predicts that A gradually
increases from about 1.2 to about 1.6 as Kn increases in the range 0.1–
100, whereas the experimental results obtained by Jakobsen et al.14

show that A decreases from about 3 to around 1.7 as Kn increases in
the range 0.32–183. Although the values of A predicted by Formula (4)
are consistent with observations by Jakobsen et al. for Kn> 10, a sig-
nificant deviation between predicted and observed A under low Kn
conditions still raises suspicions that unidentified systematic errors
could affect modeling results.

Furthermore, when analyzing the drag correction in the Kn> 1
regime, Epstein13 assumed that collisions between gas molecules and
particles are elastic and that the gas molecule number density near the
particle is equal to that in the far-field environment. However, on the
micro- and nano-scales, the assumption of elastic collisions often no
longer holds, and effects due to non-elastic collisions (van der Waals
forces) must be considered.15–17 On the other hand, if the interaction
between gas and solid molecules is strong, some gas molecules can be
captured by the particle surface, leading to a local gas molecule number
density (Nwall) that is higher than in a far-field environment (Nenv).
This effect can lead to a significant increase in drag force compared to
theoretically predicted results that ignore it.13 Consequently, it will
also differ from the value predicted by Formula (3) in the limit
Kn� 1 (see Ref. 18).

The discrepancy between the predictions of Formula (3) and the
experimental data indicates that the assumptions of the model regard-
ing gas–particle collision behavior are not applicable for the analysis of
real-life experiments. The reflection mechanism of gas molecules at the
surface of the particle, the energy transfer process during collisions,
and the influences arising from material properties can vary signifi-
cantly depending on the specific gas–particle system.

Molecular dynamics (MD) methods, which track atomic trajecto-
ries by directly solving Newton’s equations of motion, can accurately
reveal the dynamic evolution of microscopic systems and have
emerged as a powerful tool for investigating the behavior of micro-
and nano-particles in rarefied gases. In recent years, this technique has
been successfully applied to the detailed analysis of nano-particle
motion across the slip to free-molecular flow regimes. Li and Wang19

employing a nitrogen-silver nano-particle model system, systematically
explored gas–particle scattering behavior, elucidating the origin of dif-
fuse reflection and the transition to specular reflection dependent on
particle size and gas–particle binding energy. Jin et al.20 utilized MD
simulations to investigate the Brownian force on nano-particles,
revealing that it exhibits a preferential frequency rather than the white
noise previously assumed. Furthermore, Liu et al.,18 using a copper-
argon model system, studied the drag characteristics of nano-particles
in the transition regime. Their results demonstrated that when the
gas–particle interaction is strong, the simulated drag force can be
10%–20% higher than the drag force value in the transition regime
predicted by Li and Wang.21 The latter value was approached when
the gas–particle interaction weakened.

Although these contributions have advanced our understanding
of the drag correction at micro- and nano-scales, significant limitations
remain. Publications on this topic have predominantly focused on sin-
gle, specific gas–solid material combinations. An understanding of the
universal mechanism by which different intermolecular potentials
influence the drag correction is still lacking. The studies by Li et al.19

and Jin et al.20 did not focus directly on drag correction, but were
more concerned with the fundamental physics of force mechanisms.
The study by Liu et al. focused on nano-particles with radii smaller
than 1.45 nm, elucidating the mechanism by which the gas–solid cou-
pling strength modulates the drag force through its control over gas
adsorption and the consequent change in the particle’s effective diame-
ter.18 Their results demonstrate that, under weak coupling conditions,
the adsorption of gas molecules on the particle surface is limited, lead-
ing to a negligible change in its effective diameter. As a result, the sim-
ulated drag force agrees well with the theoretical results presented in
Ref. 21, which do not account for the effect of gas molecule adsorption
on the effective particle size. In contrast, when the coupling strength is
increased to a higher level, a pronounced adsorption layer of gas mole-
cules forms (typically with a thickness below 1nm). This layer effec-
tively increases the hydrodynamic radius of the particle, ultimately
resulting in a significant enhancement of the drag force experienced.
However, for larger micro- and nano-particles, the influence of the
surface adsorption layer is generally negligible. In this case, the funda-
mental interaction between gas and particle atoms/molecules becomes
the key factor governing the drag correction. This effect has not yet
been thoroughly investigated to the best of our knowledge.

The results of our study are expected to have various engineering
applications, as accurate predictions of particle deposition, dispersion,
and coagulation are highly dependent on reliable drag models.22 Their
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application to pollutant transport and inhaled drug delivery,23,24 chem-
ical vapor deposition and flame spray pyrolysis,25–27 nano-particle syn-
thesis,28 and pneumatic lenses used for particle manipulation29,30 is
also expected. Traditional models often assume a universal slip correc-
tion factor for all particles, ignoring material-specific effects. However,
as will be demonstrated in this study, the slip correction factor is highly
sensitive to the properties of the particles and gas, and this needs to be
considered in the modeling process.

II. NUMERICAL SIMULATION
A. Simulation model

A geometry used for molecular dynamics (MD) simulation of the
motion of micro- or nano-particles in a gas flow is schematically pre-
sented in Fig. 1.

In our model, a micro- or nano-particle is fixed at the center of
the simulation box, and gas molecules flow at a constant velocity in the
x direction. Gas–solid and gas–liquid collision processes were investi-
gated between solid silver (Ag) or gold (Au) particles, or water drop-
lets, and three types of gases [nitrogen (N2), helium (He), and argon
(Ar)]. The Ag and Au particles were formed from face-centered cubic
(FCC) crystals. The water droplet was constructed as a spherical subset
extracted from a pre-equilibrated bulk water system. The bulk water,
with an initial density of 1 g/cm3, was composed of water molecules
arranged on an FCC lattice within a cubic simulation box.

Given the large ratio between the diameter of the particle and the
molecular diameter of the gas, all gas molecules, including the N2 mol-
ecules, were approximated as spherical particles. This approximation
significantly improves computational efficiency while maintaining the
accuracy of simulations.19 To further reduce computational cost, it was
assumed that a particle is hollow with a shell thickness of 5 r0, where r0
is the first-neighbor distance in the FCC lattice. To maintain the spher-
ical shape of the particle throughout the simulation, atoms within the
innermost layer of the shell with a thickness of 2 r0 were position-
restrained.

Interactions between gas molecules and between gas molecules
(or atoms) and particle molecules (or atoms) were described using the
Lennard-Jones (L-J) 12-6 potential

ULJðrijÞ ¼ 4e
r
rij

� �12

� r
rij

� �6
" #

; rij < rc;

0; rij � rc;

8><
>: (5)

where e is the depth of the potential well, r is the finite distance at
which the inter-molecule (or atom) potential is zero, rij is the distance
between molecules (or atoms) i and j, and rc is the cutoff distance, set
to 2.5r. Quantum–mechanical effects were ignored.31

The cross-interaction parameters between gas and particle mole-
cules (or atoms) are determined by the Lorentz–Berthelot mixing rules

rgp ¼
rg þ rp

2
; (6)

egp ¼ ffiffiffiffiffiffiffiffi
egep

p
; (7)

where subscripts g and p denote gas molecules (or atoms) and particle
molecules (or atoms), respectively. The L-J potential parameters for
the gas and particle molecules or atoms used in this study are listed in
Table I.

Interactions between atoms within silver and gold crystals are
described using the tight-binding potential,35 inferred from the follow-
ing expression:

EC ¼
X
i

ðEi
R þ Ei

BÞ; (8)

where

Ei
R ¼

X
j

Aabe
�pab

rij

rab
0

�1
� �

; (9)

Ei
B ¼ �

X
j

n2abe
�2qab

rij

rab
0

�1
� �2

4
3
5

1
2

; (10)

where rab0 is the first-neighbor equilibrium distance for the elemental
combination ab, and A, n, p, and q are fitting parameters. The tight-
binding potential parameters for Ag and Au used in this work were
taken from Ref. 35 and are listed in Table II.

FIG. 1. Schematic of the geometry used for the molecular dynamics (MD) simula-
tion: micro- or nano-particle (red) and a flow of gas molecules (blue).

TABLE I. L-J potential parameters.

r (Å) e/kB
a (K) Source

N2 3.652 98.4 Ref. 19
Ar 3.403 120.0 Ref. 32
He 2.600 10.2 Ref. 32
Ag 2.540 3995.4 Ref. 19
Au 4.340 290.0 Ref. 33
O(Water) 3.166 78.2 Ref. 34

akB is the Boltzmann constant.

TABLE II. Tight-binding potential function parameters.

A (eV) n (eV) p q r0 (Å)

Ag 0.1028 1.178 10.928 3.139 4.085
Au 0.2061 1.790 10.229 4.036 4.079
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The SPC/E model was used for water molecules. This model is
based on a rigid three-site representation, in which each water mole-
cule consists of three interaction sites: one for the oxygen (O) atom
and two for the hydrogen (H) atoms. The bond lengths and bond
angles remained fixed during simulation. Interactions between atoms
within the water model were described by Coulombic interactions for
electrostatics and an L-J potential for van derWaals forces

ULJðrijÞ ¼ 4e
r
rij

� �12

� r
rij

� �6
" #

þ qiqj
rij

; (11)

where qi and qj are an atom’s Coulomb charges. The parameters for
the SPC/E water model are shown in Table III.34

The particle-mesh Ewald (PME) method was used to compute
electrostatic interactions with a Coulombic cutoff radius of 10 Å.36

Note that computation of the L-J potential for water molecules was
performed only between O atoms; interactions involving H atoms
were not considered.

Simulations were performed in the (N0þM0, V, T) ensemble,
which contains N0 nitrogen molecules and M0 silver atoms, gold
atoms, or water molecules. The system temperature was maintained at
300K using a Berendsen thermostat. The dimensions of the simulation
box were set to be at least 7D in the x direction and 5D in the y and z
directions, where D is the diameter of the particle. Periodic boundary
conditions were applied in all three directions.

B. Input parameters

This study focuses on the investigation of the aerodynamic drag
correction for micro- and nano-particles in air using molecular
dynamics simulations. Simulations were performed for Kn of 0.5, 1, 2,
4, 6, 8, 10, 15, 20, 30, 50, and 100; particle diameters D of 30, 50, 100,
and 200nm; and relative velocities between the particles and gas flow
of 3, 5, and 10m/s. The corresponding Reynold numbers Re were in
the range 7:53� 10�4–1:42� 10�1.

The time step dt was set to 1 fs for all simulations.
A quasi-steady state of the system was assumed. This state was

defined as the condition in which the key physical quantities character-
izing the gas–solid interaction (primarily the instantaneous drag force
FxðtÞ in the direction of particle motion and the velocity distribution
of gas molecules) fluctuate around time-averaged mean values without
systematic drift, with variations arising solely from thermal noise. At
this stage, collisions between the gas and solid, momentum transfer,
and any potential gas adsorption reached a dynamic equilibrium, and
the system no longer evolved over time. Our simulation ensured that
the system enters this quasi-steady state through a two-stage process.

First, during the equilibration stage, the stationary particle was
equilibrated in an NVT ensemble (a statistical ensemble that is used to
study material properties under the conditions of a constant particle
number N, constant volume V, and a temperature fluctuating around

an equilibrium value T) using a Berendsen thermostat for a specified
duration. This allowed gas molecules to achieve the Maxwell–
Boltzmann velocity distribution (see Fig. 3) and stabilized the gas–solid
radial distribution function (RDF) (see Fig. 2), thereby eliminating ini-
tial non-equilibrium effects. Although this state was typically achieved
within 3–4 ns, we considered the first 5 ns as the relaxation period to
ensure data reliability.

Second, after equilibration, the particle was set to move at the pre-
scribed velocity. The instantaneous force FxðtÞ was monitored in real
time, and significant fluctuations occurred initially (< 1ns) as the gas
molecules adapted to the motion of the particles. The system was con-
sidered to have reached the quasi-steady state once FxðtÞ started to
fluctuate randomly around a constant mean value. At this stage, the
average time derivative of its value approached zero. Formal data sam-
pling was conducted for 20ns after the quasi-steady state was estab-
lished. The drag force reported in the manuscript is the time average
of FxðtÞ during this sampling period [Eq. (12)]. The persistence of the
quasi-steady state was further verified by the linearity of the time inte-
gral of FxðtÞ [see Fig. 4(b)].

Based on the ergodic hypothesis, all physical quantities reported
in this work were obtained as long-term averages over the sampling

TABLE III. The parameters of the SPC/E water model.

O–H bond
(Å)

H–O–H bond
angle (	) r (Å) e=kBðKÞ qO (e) qH (e)

1.0 109.47 3.166 78.2 �0.8476 0.4238 FIG. 2. The radial distribution functions gðrÞ for molecules in a solid particle and
water droplet molecules (a) and molecules of three gases (b).
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duration. To ensure statistical reliability, each case was simulated three
times with different initial microscopic configurations. The arithmetic
mean of these three independent runs was used as the final result.

III. RESULTS AND DISCUSSION
A. Validation of the results

Before performing simulations, the radial distribution functions
(or pair correlation functions) gðrÞ, which describe how the density
varies as a function of distance from a reference particle, of gas mole-
cules (or atoms) and particle molecules (or atoms), were analyzed to
validate the model, and the results are shown in Fig. 2.

Figure 2(a) compares the structures of gðrÞ for three types of mol-
ecules. The functions gðrÞ for both silver and gold molecules are char-
acterized by a series of distinct sharp peaks that extend to large
interatomic distances, characteristic of the long-range order in an FCC
crystal. The peak positions correspond precisely to the fixed distances
of the first, second, and higher-order coordination shells in the FCC
lattice, confirming the accuracy of the simulations in describing the
crystalline structure. The gradual reduction in the amplitude of gðrÞ
with increasing distance r is primarily attributed to the finite-size
effects of the particles, whose structure fundamentally differs from the
periodic boundary conditions applicable to infinite bulk material. In
contrast, the peak positions and line shapes of gðrÞ for the water mole-
cule differ markedly from those of the metallic crystal molecules. The
radial distribution function of the water droplet molecules exhibits the
characteristic structural features of liquids. It shows a few broad peaks
within the short-range region, indicating that the ordering of water
molecules is confined to short distances. The peak positions and line
shapes observed in the figure correspond precisely to the molecular
distribution within a spherical water droplet, reflecting the unique
short-range order inherent in the disordered liquid phase.

Figure 2(b) shows the functions gðrÞ for three types of gas mole-
cules. The gðrÞ profiles of N2, Ar, and He all exhibit the characteristic
short-range order and long-range disorder typical of gases. Specifically,
the position of the first peak, rpeak, is governed primarily by the repul-
sive parameter r in the intermolecular potential, while the height of
the first peak, gðrpeakÞ, correlates strongly with the depth of the poten-
tial well e. The distinct peak positions and heights observed for the
three gases align precisely with the parameters of the intermolecular
potentials used in the simulations, confirming the accuracy of the
model in capturing the interactions between different gas molecules.

Under equilibrium conditions in the NVT ensemble, the velocity
distribution of molecules follows the Maxwell–Boltzmann distribu-
tion.37 This distribution indicates that each Cartesian component of
the velocity vector of the particle follows an independent Gaussian dis-
tribution (i.e., a normal distribution).

Figure 3(a) shows the probability distribution functions for the
N2 molecular velocity components in the x, y, and z directions at
t¼ 50 ps, respectively. One can clearly see in this figure that these
functions in all directions follow the standard Gaussian distributions.

Figure 3(b) shows the probability distribution functions of the N2

molecular velocity component in the x direction at three time instants.
The standard Gaussian distributions of the velocity can also be clearly
observed. The same distribution in the three directions shows the
isotropy of the molecular motion. Following Tobias et al.,38 we can
conclude that our MD simulations lead to correct results in the ther-
modynamic limit.

B. Aerodynamic drag and slip correction factor

In MD simulations, the force acting on a micro- or nano-
particle at any instant of time arises from discrete collisions with
surrounding gas molecules. Due to the thermal fluctuations inher-
ent in molecular motions, the instantaneous components of this
force exhibit significant noise, fluctuating rapidly around mean
values even when the particle moves at a constant relative velocity
(as shown in Fig. 4(a) for an Ag particle with diameter D¼ 50 nm
moving in N2 at velocity U¼ 5 m/s). Consequently, the values of
the mean components of this force, including its x-component
(aerodynamic drag force, a macroscopic quantity), cannot be
directly inferred from the components of the instantaneous force,
but must be obtained from time averaging of the corresponding
components of the force.

In our analysis, the aerodynamic drag force Fd acting on the
particle is determined by calculating the time average of the
force component along the direction of motion (x direction) as
follows:

FIG. 3. Probability distribution functions (PDFs) of N2 molecular velocity compo-
nents in the x, y, and z directions at t¼ 50 ps (a), and probability distribution func-
tions (PDF) of N2 molecular velocity components in the x direction at three time
instants (b).
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Fd ¼ 1
Dt

ðt0þDt

t0

FxðtÞdt: (12)

In the numerical code, this integral is approximated by summing the
instantaneous forces FxðtiÞ recorded at each time step, multiplied by
the time step dt,

Fd �
PN

i¼1 FxðtiÞdt
Dt

; (13)

where N is the total number of time steps and Dt ¼ Ndt is the total
time interval over which the averaging is performed. Other compo-
nents of the drag force are calculated following the same procedure.
The results of calculating the integrals over time of the three compo-
nents of the force are illustrated in Fig. 4(b) for the same particle as in
Fig. 4(a).

As follows from Fig. 4(b), this integral of the component of the
force in the x direction is a linear function of time, whereas the values
of the integrals along the y and z directions remain almost zero due to
the absence of relative motion of the particle in these directions. Thus,
the aerodynamic drag force, Fd , can be inferred from the slope of the

curve of an integral over time of the component of the force in the x
direction. For other operating conditions, curves similar to those
shown in Fig. 4 were obtained. In these cases, the drag force was calcu-
lated using the same approach.

While it may seem “self-evident” from a macroscopic hydro-
dynamics standpoint that the drag force is present in the flow
direction (x direction) and that the net transverse forces (y and z
directions) are zero, this is not an a priori condition in a micro-
scopic stochastic system like the one used in our MD simulation.
Instead, it is a key premise that requires statistical verification, the
results of which are shown in Fig. 4. The latter figure shows that
the instantaneous force exhibits significant thermal noise, under-
scoring the necessity of time averaging. Figure 4(b) demonstrates
that the time integral of the force in the x direction follows a clear
linear trend, while the integrals in the y and z directions stabilize
near zero over the long time interval. This directly verifies the isot-
ropy and absence of bias in our simulated system, ruling out non-
physical drifts caused by boundary conditions, initial configura-
tions, or algorithmic artifacts.

In fact, Fig. 4(b) shows the reliability of our drag force calculation:
using the slope method [i.e., the slope of the curve in Fig. 4(b)], we
extract the average drag force using Eqs. (12) and (13). This figure pro-
vides an intuitive and transparent data foundation for this method,
enhancing the credibility of our results. It is standard practice in the
field of MD simulations to present data such as that shown in Fig. 4.
The presentation of raw force signals and their statistical convergence
behavior are widely used in MD studies. This helps readers to assess
the quality of the simulation and the adequacy of sampling. Although
Fig. 4 may appear to be simple, it is crucial to the validation of simula-
tion reliability, clarification of data processing logic, and enhancing the
rigor of the paper.

To investigate the effects of particle diameter D and velocity U at
various Kn (estimated based on the free-molecular path in the ambient
gas) on the drag force, the values of the slip correction factor C [used
in Expression (2)] of Ag particles in gas N2 for various particle veloci-
ties U, diameters D, and Kn were calculated. The results are shown in
Fig. 5 in the form of plots of C vs Kn for seven combinations of U and
D. As follows from Fig. 5, the dependencies of C on D and U are very
weak for Kn in the range 0.5–100. In all cases, C increases with increas-
ing Kn. The same behavior of C was observed for other combinations
of particles and gases. Therefore, our analyses will focus on particles
with diameter D¼ 50nm moving with velocity U¼ 5 m/s to improve
computational efficiency and allow systematic comparison of drag
characteristics in various gas–particle combinations.

The slip correction factors C vs Kn for five particle–gas combina-
tions are shown in Fig. 6. As in the cases presented in Fig. 5, the values
of C shown in Fig. 6 increase with increasing Kn. In all the cases shown
in Fig. 6, C increases linearly with Kn. The values of C at fixed Kn,
however, vary significantly depending on the particle/gas combination.
For example, the values of C for Ag–N2 and Au–N2 are nearly identi-
cal across the whole range of Kn under consideration. Higher values of
C are predicted for the water–N2 and Ag–He combinations. The high-
est values of C are predicted for the Au–He combination. The latter
result agrees well with the experimental results reported by Millikan.6

Millikan6 claimed that C depends solely on Kn and does not depend
on gas and particle materials. In contrast to the conclusion drawn
by Millikan,6 our results show that the dependence of C on the

FIG. 4. The values of the components of the instantaneous force acting on an Ag
particle with diameter D¼ 50 nm moving in N2 at velocity U¼ 5 m/s (a) the inte-
grals over time of these components of the force ðPN

i¼1 Fx;y;zðtiÞdtÞ (b).
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particle/gas combination is clearly visible and cannot be ignored. Note
that the results obtained by Millikan6 are consistent with the theoreti-
cal solution presented by Epstein13 for Kn> 1.

Epstein’s theory is based on a rigid-body collision model and
assumes that the number density of gas molecules colliding with the
particle at its surface equals the ambient gas number density. However,
at micro- and nano-scales, inelastic collisions are often expected. Also,
gas molecules can be adsorbed on the surface of the particle, leading to
a local gas number density significantly higher than that under ambi-
ent conditions.16,18 The analysis of this effect is one of the focuses of
our investigation.

The local gas number density is controlled by both particle–gas
and gas–gas interactions. The interaction strength egp between particle
and gas molecules serves as the foundation: only when this interaction
is sufficiently strong can gas molecules be captured in the vicinity of the
particle surface, initially forming a local molecular enrichment region.
Without this prerequisite, gas molecules remain in a free diffusion state,
and the local number density cannot be significantly higher than the
ambient density. Gas–gas interaction acts as an amplifying factor in
enhancing the local density. The high-density region significantly
increases the probability of interaction between incoming gasmolecules
and those present in the region. After the initial high-density region is
formed via gas–particle interactions, the probability of interactions
between incoming gas molecules and those already present in the
region increases substantially. eg directly determines the capture effi-
ciency of these interactions: a larger eg makes it easier for molecules to
form transient clusters or local aggregates, thereby reducing molecular
escape and further increasing the local number density. Conversely, gas
molecules with a smaller eg , even if they enter a high-density region, are
less likely to be captured by other molecules, readily diffuse away from
the region, and cannot sustain a stable high-density layer.

For systems with weak interactions (e.g., Au–He with
egp/kB � 54K and Ag–He with egp/kB � 202K, and a virtual combina-
tion with egp/kB � 10K), the particle’s capacity to capture gas mole-
cules is limited, and the local number density near the particle surface
Nwall remains close to that in the ambient gas (Nenv) across all values of
Kn under consideration. This is illustrated in Fig. 7(a). The plots of the
molecular number density vs the distance to the particle surface for the
Ag–N2 combination (with an Ag particle diameter of 50 nm) and 12
values of the Knudsen number are shown in Fig. 7(b). As can be clearly
seen from the latter figure, the particle surface affects the molecular
number density only at distances less than 10 Å. The distributions of
molecular number density for other combinations of particle and gas
molecules were similar to those shown in Fig. 7(b).

In such cases, the Epstein theory13 assumptions hold, and the val-
ues of C obtained in this work agree with its predictions. In contrast,
for stronger interactions (e.g., Ag–N2 with egp/kB � 627K), the
adsorption of gas molecules on the surface of the particle is signifi-
cantly enhanced, resulting in Nwall/Nenv � 1. In this case, the actual
aerodynamic drag exceeds Epstein’s theoretical predictions, leading to
significantly lower C values, as demonstrated in our paper. This obser-
vation is consistent with the findings of Liu et al.18

The relatively strong particle–gas interaction for Ag–He when
egp=kB � 202K meets the prerequisite conditions for forming an initial
high-density region. However, the intermolecular potential well depth
of He is small (eg=kB � 10.2K). This weak gas–gas interaction makes
it difficult for other He molecules in the high-density region to capture

FIG. 5. The slip correction factor for an Ag particle in N2 gas vs Kn for four particle
diameters D and U¼ 5 m/s (a) and for three particle velocities U and D¼ 50 nm
(b). The logarithmic scale of Kn is used.

FIG. 6. The slip correction factor C vs Kn for five particle–gas combinations, an arti-
ficial combination with egp=kB ¼ 10 K, and inferred from Millikan’s experiments.
The linear scale of Kn is used.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 38, 012015 (2026); doi: 10.1063/5.0309021 38, 012015-7

Published under an exclusive license by AIP Publishing

 24 January 2026 08:38:43

pubs.aip.org/aip/phf


He molecules entering the region. Thus, the increased probability of
interaction does not translate into further increase in Nwall/Nenv which
remains at a relatively low level (approximately 1.5–2).

Note that although the values of egp/kB for Au–N2 (approximately
169K) and water-N2 (approximately 88K) are lower than those for
Ag–He (approximately 202K), the former show higher values of
Nwall/Nenv and lower values of C. This phenomenon arises because the
number of molecules adsorbed near the particle surface depends not
only on the strength of gas–particle interactions but also on the inter-
molecular potential between gas molecules. As discussed previously,
stronger intermolecular potentials facilitate tighter packing and
increase local number density for the same adsorption capacity,
whereas weaker potentials promote molecular dispersal.

To account for the coupled effects of gas–particle and gas–gas
interactions on the slip correction factor, a comprehensive potential
depth parameter eggp is proposed

eggp ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
egegep3

p ¼ e2=3g e1=3p : (14)

The values of eggp/kB for the systems studied are as follows: 338K for
Ag–N2, 140K for Au–N2, 91K for water–N2, 74K for Ag–He, and
31K for Au–He. These values further support the foregoing discus-
sions. Further analysis indicates that when eggp/kB � 31K or � 140K,
the value of C stabilizes near upper or lower critical values, and the
influence of varying gas and particle materials becomes negligible.
However, when 31K < eggp/kB < 140K, the specific properties of the
gas–particle combinations must be taken into account.

Note that, in gases at Kn � 1, traditional free-molecular flow
theory is based on the assumption that gas molecules move indepen-
dently, interacting with the particle surface only through single colli-
sions; intermolecular interactions are ignored. However, in actual
micro- or nano-scale flows, a localized high-density gas layer can be
present near the particle surface, even at elevated Kn (cf. Fig. 7), result-
ing from adsorption or clustering effects induced by strong gas–parti-
cle attractive forces. Within this region, the intermolecular spacing of
the gas is significantly reduced. The average distance between gas mol-
ecules can approach or even fall below the range of their Lennard-
Jones potential, making gas–gas interactions non-negligible. Under
these conditions, eg influences two key processes: formation of the
near-wall gas structure and alteration of momentum transfer
pathways.

During the formation of the near-wall gas structure, strong
mutual interactions between gas molecules help to stabilize the adsorp-
tion layer, local molecular packing, and consequently further the local
number density. During the alteration of momentum transfer path-
ways, gas molecules undergo multiple collisions near the particle sur-
face (including both gas–gas and gas–particle collisions), and
momentum transport from the bulk flow to the particle surface is no
longer reliant solely on single impacts. It may instead occur through
localized continuum-like behavior, which enhances the effective drag
force. Therefore, consideration of only egp (gas–particle interaction) is
insufficient to capture this coupled effect. The introduction of the com-
prehensive parameter eggp essentially characterizes, via a geometric
mean, the synergistic effect between the gas–gas cohesion tendency
and the gas–particle adsorption capability. Its physical significance lies
in the fact that high eg enhances the effect of strong gas–particle inter-
actions on the near-wall gas density and the resulting drag force.

C. Slip parameter

To further investigate the differences in slip effects among various
gas–particle systems, the slip parameter A, used to correct the Stokes
drag force [see Expression (4)], was investigated. The plots of A vs Kn
for six particle-gas combinations, an artificial combination with
egp=kB ¼ 10 K, and inferred fromMillikan’s experiments are shown in
Fig. 8.

As follows from Fig. 8, although A in all cases increases with Kn,
the values of this parameter for various particle–gas combinations
turned out to be quite different.

For the Ag–N2, Au–N2, and Ag–Ar combinations, the values of
A were very close throughout the range Kn¼ 0.5–100, increasing from
approximately 0.1 to around 1.0 with increasing Kn before stabilizing
at A � 1. For the water–N2 and Ag–He combinations, the values of A
were higher than those for the Ag–N2, Au–N2, and Ag–Ar combina-
tions for all Kn considered. They increased from approximately 0.4
and 0.5 to approximately 1.1 and 1.2 with increasing Kn before stabi-
lizing at A � 1:1 and A � 1:2, respectively. For the Au–He

FIG. 7. The ratio of the gas number density near the particle and the average gas
number density vs Kn for five particle–gas combinations and an artificial combina-
tion with egp=kB ¼ 10 K (a). The molecular number density vs the distance to the
particle surface for the Ag–N2 combination (with an Ag particle diameter of 50 nm)
and 12 values of the Knudsen number (b).
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combination, the predicted values of A were even higher, stabilizing at
A � 1:5 for Kn � 100.

Note that in most previous studies,6,11,39 it was assumed that A is
almost independent of particle–gas combinations, which contradicts
our findings. On the other hand, our results are consistent with those
of Hutchins et al.,9 who demonstrated that differences in molecule–
surface interactions lead to variations in the drag correction coefficient.
As follows from our analysis, the importance of considering the effect
of particle–gas combinations depends on the potential depth parame-
ter, eggp/kB. When eggp/kB � 31K (e.g., the Au–He combination),
Nwall/Nenv � 1 (Fig. 7), and A approaches approximately 1.5 at
Kn � 1. This is consistent with Epstein’s prediction and experimental
observations.6–9 As eggp/kB increased, the value of A for these Kn grad-
ually decreased. This can be attributed to the following two effects.

First, an increase in eggp/kB leads to a change in the nature of gas–
particle collisions. Elastic collisions for small eggp/kB become inelastic
for large eggp/kB. The latter enhances momentum transfer between gas
molecules and the particle, thus increasing aerodynamic drag and
decreasing the slip parameter A.

Second, strong gas–particle interactions during inelastic collisions
lead to the capture of gas molecules at the particle surface. This
leads to an increase in the local number density of gas molecules (i.e.,
Nwall/Nenv > 1). For large Kn, this effect leads to an increase in the
aerodynamic drag above Epstein’s theoretical prediction, thus reducing
the value of A.

As follows from our analysis, the slip parameter A depends not
only on Kn but is also highly sensitive to the physical properties of the
gas and particle. Note that A is insensitive to the physical state of the
particle (solid or liquid), but is primarily controlled by the strength of
intermolecular interactions between the molecules (or atoms) of the
particle and the gas molecules (or atoms). The value of A was shown
to be controlled by a newly introduced parameter eggp/kB with its criti-
cal thresholds near 31 and 140K. The following approximation of the
results of our calculations is suggested:

A ¼ 0:478þ 1:160eð�
0:924
Kn Þ� �

f ðeggp=kBÞ; (15)

f ðeggp=kBÞ ¼
0:261þ 0:739eð�0:0186eggp=kBÞ; Kn � 1;
0:556þ 0:444eð�0:0152eggp=kBÞ; 1 < Kn � 10;
0:623þ 0:377eð�0:0124eggp=kBÞ; Kn > 10:

8<
: (16)

To illustrate the application of Formula (15) to the analysis of
real-life experimental data, we compared its predictions with the
results of measurements of the slip parameter A of polystyrene latex
(PSL) particles with diameters of 19.9, 100.7, and 269.0 nm in air over
a Kn range 0.5–83, obtained by Kim et al.10 Since the parameter ep=kB
for PSL has not been measured, to the best of our knowledge, we used
it as a fitting parameter in our analysis. It was found that ep=kB ¼ 3 K
leads to a reasonable agreement between the predictions of Formula
(15) and the experimental data for Kn > 10 as illustrated in Fig. 9. The
air was approximated as pure nitrogen since the volume fraction of
this gas exceeded 70%.

The solid red curve in Fig. 9 shows the results of the calculations
averaged over three runs. The shaded area shows the 95% confidence
band (when the same simulation conditions and procedures are
repeated multiple times, 95% of the predicted values of A are expected
to be within this range). As follows from this figure, the 95% confi-
dence band overlaps with the observed values of A within error bars at
Kn > 10.

The predictions of Epstein’s model13 for Kn � 1 and for diffuse
(short dashes) and specular (long dashes) reflections are shown in the
same Fig. 9. In real-life cases, a mixture of diffuse and specular reflec-
tions is expected. As follows from Fig. 9, although Epstein’s model can
predict the observed values of A reasonably well, it cannot predict the
observed decrease in A. This is related to the main limitation of that
model and that it does not consider the differences between the ambi-
ent gas density and its density near the particle surface. The closeness
of the prediction of Epstein’s model and the model described in the
paper was to be expected since ep=kB ¼ 3K is less than the threshold
value of 31K discussed earlier.

Note that diffuse and specular reflections are characterized by the
tangential momentum accommodation coefficient rt . rt ¼ 1 corre-
sponds to fully diffuse reflection, while rt ¼ 0 corresponds to perfectly
specular reflection. In the simulations, the results of which are

FIG. 8. The plots of A vs Kn for six particle–gas combinations, an artificial combina-
tion with egp=kB ¼ 10 K, and inferred from Millikan’s experiments.

FIG. 9. Comparison of slip parameter A for the PSL–N2 combination: simulation vs
experiment.
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presented in our paper, the diffuse or specular reflections are not
explicitly separated. They are inferred from the realistic gas–particle
interaction potential (Lennard-Jones potential) and the thermody-
namic state of the particle surface. Our simulation results implicitly
captured this mixed reflection mechanism through the decomposition
of the total drag force into its normal and tangential components.

The predicted percentages of the normal component in the drag
force vs Kn for Ag particles and two gases (N2 and He) are shown in
Fig. 10. As follows from this figure, the tangential component of this
force constitutes 30%–40% of the total drag at Kn< 1, which is consis-
tent with a largely diffuse reflection for these Kn. At Kn> 10, this con-
tribution decreases to below 15%, indicating a transition toward more
specular-like reflection as gas rarefaction increases.

The significant decrease predicted in the contribution of the tan-
gential force with increasing Kn follows from the changes in rt . In the
continuum and slip flow regimes (Kn< 1), the substantial contribution
of the tangential force indicates a high degree of tangential momentum
exchange, consistent with a predominantly diffuse reflection mecha-
nism (rt ! 1). This is related to the fact that frequent gas–gas colli-
sions near the surface facilitate the randomization of molecular
trajectories upon reflection.

However, in the transition and free-molecular flow regimes
(Kn> 10), the tangential force becomes negligible, suggesting that the
reflected molecules largely retain their incident tangential momentum
relative to the surface, corresponding to a more specular reflection
(rt ! 0). In this case, the molecules impinging on the surface undergo
few, if any, collisions with other gas molecules before and after interac-
tion with the particle, thus reducing the randomization of their tangen-
tial velocity components.

Regarding the notable discrepancies between the model predic-
tions and the experimental data for Kn< 10, clearly seen in Fig. 9,
we can tentatively attribute these to the considerable scatter of the
experimental data for these Kn. According to some observations
(e.g., Ref. 14), in this range of Kn, A decreases (rather than increases,
e.g., Ref. 39) with increasing Kn.

In Ref. 14, the slip parameters for silica microspheres (with diam-
eters of 1, 2, 4, and 8lm) and glass microspheres (with diameters of

45lm) in dry air were studied. The study presented in Ref. 39, on the
other hand, focused on the slip parameters of oil droplets in nine gases:
air, argon, helium, hydrogen, methane, ethane, isobutane, nitrous
oxide, and carbon dioxide.

The experimental errors in the slip parameters of PSL particles10

are notably smaller than those of silica and glass particles.14 This is
attributed to the certified NIST reference material status of PSL par-
ticles, which ensures high dimensional accuracy (with an uncertainty
of 0.5%–0.63%) and excellent dispersion. The drag force on PSL par-
ticles was determined via electrical mobility measurements using
nano-differential mobility analyzers (NDMA), a method characterized
by high precision, large sample size, and a short error propagation
chain. In contrast, silica and glass microspheres exhibit a significant
size variation (3%–5%) and a tendency to agglomerate. The drag force
for these was indirectly derived from settling velocity measurements
made using laser Doppler velocimetry (LDV), a process involving
multiple conversion steps that accumulate errors. Additional uncer-
tainties arise from single-particle detection limitations and gas pressure
measurement errors of 1%–3%, further increasing the overall
uncertainty.

IV. CONCLUSIONS

The effects of Knudsen numbers, particle sizes, relative particle
velocities, and particle and gas properties on the drag force of micro-
and nano-particles moving in gas were investigated using the molecu-
lar dynamics approach. These are the main findings of our analysis.

• The slip correction factor C and the slip parameter A are shown
to depend not only on the value of Kn, as commonly assumed,
but also on the physical properties of gases and particles.
Quantitative analysis of the ratio between local (near the particle
surface) and ambient gas number densities showed that increased
gas–particle interactions at micro- and nano-scales lead to an
increase in the local gas number density. This increase in the local
gas density is shown to lead to an increase in the drag force.

• A comprehensive potential depth parameter, eggp, is introduced
to take into account gas–particle and gas–gas interactions. This
parameter allowed us to provide a unified framework for inter-
preting slip correction behavior across different particle–gas com-
binations. Two critical thresholds are identified: eggp/kB � 31 and
140 K. For eggp/kB < 31 K and eggp/kB > 140 K, the slip parameter
was shown to remain stable and independent of the particle–gas
combinations, while between these thresholds, the effects of these
combinations must be taken into account.

• A predictive universal approximation of the slip parameter A as a
function of eggp and Kn is suggested and compared with the avail-
able experimental data. The prediction of this approximation was
shown to be in good agreement with experimental data referring
to the drag forces experienced by polystyrene latex (PSL) particles
in a nitrogen atmosphere at Kn > 10, but not for smaller Kn.
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